O9pPIA Ydieasay

DOCTORAL RESEARCH

LI

HIT, Harbin, Heilongjiang, 150001, China
+(86) 15776438988
nefu_education@126.com

https://eigenworld.github.io

EDUCATION & WORK

“Explaining and Designing the Message Passing Mechanism in
Graph Neural Networks”

Research Significance: This research investigates the following fun-
damental questions in graph neural networks:

1. Why does message passing produce group structures?

2. Why is the well-known attention theory ineffective on graphs?
3. What is over-smoothing?

4. How to build deep graph neural networks?

5. How to design message passing among unconnected nodes?

Research Progress: The progress of all my work is as follows (The con-
tents of the doctoral dissertation are marked with an asterisk):
- Explaining and designing graph neural networks.

——*Completion: 100% for explaining GNNs
——*Completion: 100% for designing new GNN framework
—— Completion:  30% for distributed GNNs

- Explaining and optimizing of attention mechanism.
100% for graph attention

—— Completion:  20% for Transformer attention

- Explaining and optimizing ”X-Norm” (e.g., BatchNorm)

(The theoretical part is verified and almost completed.)

—— Completion:  60%

- What is Transformer? A perspective from graph generation
and alignment.

—— Completion:

——*Completion:

20%
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2019.
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OUTLOOK FOR FUTURE RESEARCH

I am expected to complete my PhD before September
2023, and currently, I am actively following research on the
fundamental theories of artificial intelligence. In terms of
theory, I hope to engage in optimization work on cutting-

edge technologies such as graph neural networks, spiking
neural networks, and Transformers. As for applications, I
intend to work on accelerated computing of large graphs,
recommendation systems, physical simulation, drug discov-
ery, and EDA design. I am passionate about all research
related to graphs and hope to continue exploring, innovat-

ing, and deepening my knowledge in this field in the fu-

ture.



